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OBTAIN SET OF AUDIO NAVIGATION DIRECTIONS — 402
VIA MAPPING APPLICATION

IDENTIFY ELECTRONIC MEDIA CONTENT PLAYING 404

FROM A SOURCE DIFFERENT FROM
MAPPING APPLICATION

DETERMINE CHARACTERISTICS OF THE ELECTRONIC 406
MEDIA CONTENT

ADJUST SET OF AUDIO NAVIGATION DIRECTIONS — 408
IN ACCORDANCE WITH CHARACTERISTICS
PRESENT ADJUSTED SET OF AUDIO NAVIGATION — 410
DIRECTIONS TO USER

FIG. 4
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CONTENT-AWARE NAVIGATION
INSTRUCTIONS

FIELD OF TH.

L1

DISCLOSURE

The present disclosure relates to content-aware navigation
instructions and, more particularly, to adjusting audio navi-
gation istructions based on other media/audio content play-
ing within the area or on the same device.

BACKGROUND

The background description provided herein i1s for the
purpose of generally presenting the context of the disclo-
sure. Work of the presently named inventors, to the extent it
1s described in this background section, as well as aspects of
the description that may not otherwise qualily as prior art at
the time of filing, are neither expressly nor impliedly admut-
ted as prior art against the present disclosure.

Today, software applications executing in computers,
smartphones, etc. or embedded devices generate step-by-
step navigation directions. Typically, a user specifies the
starting point and the destination, and a software application
displays and/or presents the directions 1n an audio format
immediately and/or as the user travels from the starting point
and the destination.

These software applications generally utilize indications
of distance, street names, building numbers, to generate
navigation directions based on the route. For example, these
systems can provide to a driver such instructions as “proceed
for one-fourth of a mile, then turn right onto Maple Street.”

SUMMARY

Audio 1nstructions provided by in-vehicle navigation sys-
tems generally have to be informative and provide suflicient,
well-timed 1nstruction for the route to be followed without
unnecessarily distracting those listening, particularly the
driver. Additionally, as other audio 1s playing within the
vehicle at the same time as the audio instructions, in-vehicle
navigation systems generally have to compete for the driv-
er’s attention. The combination of multiple audio outputs
can lead to a suboptimal experience where the user cannot
hear the navigation instructions or fails to understand the
navigation instructions. The other audio within the vehicle
may also provide information indicative of the driver’s
preferences, such as the driver’s preferred language, the
driver’s preferred speed of audio playback, preferred desti-
nations for the driver, etc. As such, an improved system-user
audio mterface may be beneficial that 1s deeply integrated
with other media content playing during navigation, and
provides audio 1nstructions which are adapted in accordance
with the other audio playing within the vehicle.

In some i1mplementations, a mapping application that
presents audio navigation instructions may identify other
media/audio content playing in the area or on the same
device (e.g., 1n the same vehicle, in the same room, 1 an
outdoor area within a threshold distance of the application,
ctc.). The mapping application may then adjust the audio
navigation instructions in accordance with the media/audio
content. For example, when the media/audio content 1s an
audio book, podcast, music, etc., the mapping application
may wait to provide an upcoming navigation instruction
until there 1s a break in the media/audio content. More
specifically, the mapping application may play the upcoming
navigation mstruction after the end of a segment, the end of
a song, or the end of a sentence. In another example, when
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2

the media/audio content 1s presented 1n a particular language
(e.g., Spanish), the mapping application may present the
audio navigation nstructions 1n that language. In yet another
example, the mapping application may provide suggestions
or recommendations for points of interest (POIs) along the
route which are mentioned in the media/audio content.

To 1dentily the other media/audio content playing in the
area, the mapping application may communicate with other
applications executing on a client device, for example, via
an application programming interface (API). The other
applications executing on the client device may provide
audio playback data including characteristics of the media/
audio content being played by the other applications, such as
the speed (1.e., the rate of speech) at which the other
applications are being played (e.g., 1.5x, 2x, etc.), the
language of the media/audio content, characteristics of the
voice of the speaker 1 the media/audio content, a transcript
of the media/audio content, the length of the media/audio
content, etc. Additionally, the mapping application may
communicate with other devices playing media/audio con-
tent (e.g., a vehicle head unit), such as via a short-range
communication link. The other devices may also provide
audio playback data including characteristics of the media/
audio content to the mapping application. Still further, the
mapping application may identity the other media/audio
content by comparing audio fingerprints of predetermined
media/audio content to ambient audio in the surrounding
area. For example, the mapping application may obtain a
library of audio fingerprints corresponding to media/audio
from popular music, audio books, radio shows, podcasts,
ctc. It the mapping application identifies a match with one
of the audio fingerprints, the mapping application may
determine that media/audio content 1s being presented 1n the
area.

The mapping application may then identily characteristics
of the media/audio content by communicating with the
application or a device presenting the content to receive
metadata associated with the content or by analyzing the
media/audio content using speech recognition techniques.

One example embodiment of the techniques of this dis-
closure 1s a method for generating content-aware navigation
instructions. The method includes obtaining, 1 a client
device via a mapping application, one or more audio navi-
gation directions for traversing from a starting location to a
destination location along a route, identifying electronic
media content playing from a source different from the
mapping application, the source executing at the client
device or 1n proximity with the client device, and determin-
ing characteristics of the electronic media content. The
method further includes adjusting at least one of the one or
more audio navigation directions in accordance with the
characteristics of the electronic media content, and present-
ing the at least one adjusted audio navigation direction to a
user.

Another example embodiment of the techniques of this
disclosure 1s a client device for generating content-aware
navigation istructions. The client device includes a speaker,
one or more processors, and a non-transitory computer-
readable memory coupled to the one or more processors and
the speaker and storing instructions thereon. The instruc-
tions, when executed by the one or more processors, cause
the client device to obtain, via a mapping application, one or
more audio navigation directions for traversing from a
starting location to a destination location along a route,
identily electronic media content playing from a source
different from the mapping application, the source executing
at the client device or 1n proximity with the client device,
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and determine characteristics of the electronic media con-
tent. The mnstructions further cause the client device to adjust
at least one of the one or more audio navigation directions
in accordance with the characteristics of the electronic
media content, and present, via the speaker, the at least one
adjusted audio navigation direction to a user.

Yet another example embodiment of the techniques of this
disclosure 1s non-transitory computer-readable memory
storing 1nstructions thereon. The instructions, when
executed by one or more processors, cause the one or more
processors 1o obtain, via a mapping application, one or more
audio navigation directions for traversing from a starting
location to a destination location along a route, i1dentily
clectronic media content playing from a source different
from the mapping application, the source executing at the
client device or 1n proximity with the client device, and
determine characteristics of the electronic media content.
The 1nstructions further cause the one or more processors to
adjust at least one of the one or more audio navigation
directions 1n accordance with the characteristics of the
clectronic media content, and present, via a speaker, the at
least one adjusted audio navigation direction to a user.

The methods described herein improve the output of
audio navigation directions by taking the audio characteris-
tics of other media (audio) content into account. The meth-
ods describe various manners of adjusting the output of the
audio navigation directions such that they are more easily
understood by a listener following the audio navigation
directions. This improved clarity and comprehension means
that the audio navigation instructions are safer. For example,
the audio navigation directions may be adjusted to match a
characteristic of the media content, such as the language, or
theirr output may be delayed/adjusted to occur at a time
matching a natural break in the media content, such as at the
end of a sentence. As another example, the media content
may be paused to allow output of the audio navigation
instructions, therefore avoiding audio overlap. These and
other examples will be described below.

BRIEF DESCRIPTION OF TH.

L1

DRAWINGS

FIG. 1 illustrates an example vehicle in which the tech-
niques of the present disclosure can be used to generate
content-aware audio navigation instructions;

FI1G. 2 1s a block diagram of an example system 1n which
techniques for generating content-aware audio navigation
istructions can be implemented;

FIG. 3 1s an example navigation instruction data table
which the content-aware audio navigation generation system
of FIG. 2 can utilize to adjust navigation instructions in
accordance with particular media content;

FIG. 4 1s a flow diagram of an example method for
generating content-aware audio navigation 1instructions,
which can be implemented 1n a client computing device.

DETAILED DESCRIPTION

Overview

Generally speaking, the techniques for providing content-
aware navigation instructions can be implemented 1n one or
several client devices, a vehicle head unit, one or several
network servers, or a system that includes a combination of
these devices. However, for clarity, the examples below
focus primarily on an embodiment 1n which a client device
executing a mapping application obtains a set of audio
navigation instructions for navigating a user ifrom a starting,
location to a destination location along a route. For example,
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4

a user may request navigation directions from the user’s
current location to a destination location via the mapping
application, and the client device may forward the request to
a navigation server. The navigation server may then generate
a set of audio navigation instructions and transmit the set of
audio navigation instructions to the client device for play-
back to the user.

Additionally, the mapping application may communicate
with other applications executing on the client device (e.g.,
via an API), or other devices within the vicinity of the client
device (e.g., a short-range communication link), such as the
vehicle head unit or other client devices. The communica-
tions may include indications of the media content playing
by the other applications/devices and may i1nclude charac-
teristics of the media content, such as the language of the
media content, the rate of speech of the media content, a
transcript of the media content, characteristics of the voice
of the speaker of the media content, etc. In addition to
communicating with other applications/devices to i1dentity
media content, the mapping application may compare ambi-
ent audio playing within the area to a set of audio finger-
prints for popular media content, such as popular songs,
radio programs, podcasts, etc. to 1dentily the media content.

In any event, the mapping application may transmit the
characteristics of the media content to a server device to
analyze the characteristics of the media content and deter-
mine how to adjust the audio navigation directions in
accordance with the media content. The server device may
then transmit the adjusted audio navigation directions or
indications of how to adjust the playback of the audio
navigation directions to the client device. In other imple-
mentations, the mapping application may determine how to
adjust the audio navigation directions in accordance with the
media content.

Media content, as used herein, may include radio shows,
podcasts, audio books, music, advertisements, television
programs, movies, videos, or any other types of media
including an audio component. While the audio navigation
directions described herein includes driving directions to the
destination via a vehicle, the audio navigation directions
may be for any suitable mode of transportation such as
walking, biking, public transit, etc.

Example Hardware and Software Components

Referring to FIG. 1, an example environment 1 in which
the techniques outlined above can be implemented includes
a portable device 10 and a vehicle 12 with a head unit 14.
The portable device 10 may be a smart phone, a tablet
computer, or an 1n-vehicle navigation system, for example.
The portable device 10 communicates with the head unit 14
of the vehicle 12 via a communication link 16, which may
be wired (e.g., Universal Serial Bus (USB)) or wireless (e.g.,
Bluetooth, Wi-F1 Direct). The portable device 10 also can

communicate with various content providers, servers, etc.
via a wireless communication network such as a fourth- or
third-generation cellular network (4G or 3G, respectively).

The head unit 14 can include a display 18 for presenting
navigation information such as a digital map. The display 18
in some 1mplementations 1s a touchscreen and includes a
soltware keyboard for entering text mnput, which may
include the name or address of a destination, point of origin,
ctc. Hardware mput controls 20 and 22 on the head unit 14
and the steering wheel, respectively, can be used for entering
alphanumeric characters or to perform other functions for
requesting navigation directions. The head unit 14 also can
include audio input and output components such as a micro-
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phone 24 and speakers 26, for example. The speakers 26 can
be used to play the audio mstructions sent from the portable
device 10.

An example communication system 100 in which a con-
tent-aware audio navigation generation system can be imple-
mented 1s illustrated in FIG. 2. The communication system
100 includes a client device 10 configured to execute a
geographic application 122, which also can be referred to as
a “mapping application 122.” Depending on the implemen-
tation, the application 122 can display an interactive digital
map, request and receive routing data to provide driving,
walking, or other navigation directions including audio
navigation directions, provide various geolocated content,
etc. The client device 10 may be operated by a user (also
referred to herein as a “driver”) displaying a digital map
while navigating to various locations. The communication
system 100 also 1ncludes a vehicle head unit 14 which may
communicate with the client device 10, via a short-range
communication link such as Bluetooth, Wi-F1 Direct, etc.
Furthermore, the communication system 100 may include
other computing devices 92 within the vicinity of the client
device 10 which may communicate with the client device
10, via a short-range communication link such as Bluetooth,
Wi-F1 Direct, etc. For example, when the client device 10 1s
a driver’s smart phone, the other computing devices 92 may
include smart phones of passengers within the vehicle, or a
tablet or wearable device of the driver.

In addition to the client device 10, the communication
system 100 includes a server device 60 configured to pro-
vide content-aware audio navigation instructions to the
client device 10. The server device 60 can be communica-
tively coupled to a database 80 that stores, 1n an example
implementation, a machine learning model for adjusting
audio navigation instructions for particular media/audio
content. The traiming data may include sets of audio navi-
gation 1nstructions previously provided to users, character-
istics of media content playing when the audio navigation
instructions were presented, indications of adjustments
made by the user to the audio navigation 1nstructions, and/or
self-reported indications regarding the users’ satisfaction
with the audio navigation instructions. The training data 1s
described in further detail below with reference to FIG. 3.
Additionally, the database 80 may store sets of rules for
adjusting the audio navigation parameters.

More generally, the server device 60 can communicate
with one or several databases that store any type of suitable
geospatial information or information that can be linked to
a geographic context. The communication system 100 also
can include a navigation data server 34 that provides driving,
walking, biking, or public transit directions, for example.
Further, the communication system 100 can include a map
data server 50 that provides map data to the server device 60
for generating a map display. The devices operating 1n the
communication system 100 can be interconnected via a
communication network 30.

In various implementations, the client device 10 may be
a smartphone or a tablet computer. The client device 10 may
include a memory 120, one or more processors (CPUs) 116,
a graphics processing unit (GPU) 112, an I/O module 14
including a microphone and speakers, a user interface (UI)
32, and one or several sensors 19 including a Global
Positioning Service (GPS) module. The memory 120 can be
a non-transitory memory and can include one or several
suitable memory modules, such as random access memory
(RAM), read-only memory (ROM), flash memory, other
types of persistent memory, etc. The I/O module 114 may be
a touch screen, for example. In various implementations, the
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6

client device 10 can include fewer components than 1llus-
trated 1 FIG. 2 or conversely, additional components. In
other embodiments, the client device 10 may be any suitable
portable or non-portable computing device. For example, the
client device 10 may be a laptop computer, a desktop
computer, a wearable device such as a smart watch or smart
glasses, etc.

The memory 120 stores an operating system (OS) 126,
which can be any type of suitable mobile or general-purpose
operating system. The OS 126 can include application
programming interface (API) functions that allow applica-
tions to retrieve sensor readings. For example, a software
application configured to execute on the computing device
10 can include nstructions that mnvoke an OS 126 API for
retrieving a current location of the client device 10 at that
instant. The API can also return a quantitative indication of
how certain the API 1s of the estimate (e.g., as a percentage).

The memory 120 also stores a mapping application 122,
which 1s configured to generate interactive digital maps
and/or perform other geographic functions, as indicated
above. The mapping application 122 can receive navigation
istructions, audio navigation instructions, and/or audio
navigation instruction parameters and present the audio
navigation instructions according to the audio navigation
istruction parameters. The mapping application 122 also
can display driving, walking, biking or public transit direc-
tions, and in general provide functions related to geography,
geolocation, navigation, efc.

It 1s noted that although FIG. 2 illustrates the mapping
application 122 as a standalone application, the functionality
of the mapping application 122 also can be provided 1n the
form of an online service accessible via a web browser
executing on the client device 10, as a plug-in or extension
for another software application executing on the client
device 10, etc. The mapping application 122 generally can
be provided in different versions for different respective
operating systems. For example, the maker of the client
device 10 can provide a Software Development Kit (SDK)
including the mapping application 122 for the Android™
platform, another SDK for the 10S™ platform, etc.

In addition to the mapping application 122, the memory
120 stores other client applications 132, such as music
applications, video applications, streaming applications,
radio applications, social media applications, etc. which play
media/audio content. These applications 132 may expose
APIs for communicating with the mapping application 122.

In some implementations, the server device 60 includes
one or more processors 62 and a memory 64. The memory
64 may be tangible, non-transitory memory and may include
any types of suitable memory modules, including random
access memory (RAM), read-only memory (ROM), flash
memory, other types of persistent memory, etc. The memory
64 stores instructions executable on the processors 62 that
make up a content-aware audio navigation generator 68,
which can obtain characteristics of media/audio content
presented within the vicinity of the client device 10 and
adjust audio navigation instructions within the set of audio
navigation directions 1n accordance with the characteristics
of the media/audio content. In some implementations, the
content-aware audio navigation generator 68 may generate a
machine learning model for adjusting audio navigation
instructions for particular media/audio content. The content-
aware audio navigation generator 68 may also receive a
request for navigation directions for a user from a starting
location to a destination. The content-aware audio naviga-
tion generator 68 may then retrieve a set of audio navigation
directions and provide the set of audio navigation directions
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to the client device 10 which are then presented by the
mapping application 122 via a speaker 26.

The content-aware audio navigation generator 68 and the
mapping application 122 can operate as components of a
content-aware audio navigation generation system. Alterna- 5
tively, the content-aware audio navigation generation system
can include only server-side components and simply provide
the mapping application 122 with istructions to present the
audio navigation mstructions. In other words, content-aware
audio navigation generation techniques in these embodi- 10
ments can be implemented transparently to the mapping
application 122. As another alternative, the entire function-
ality of the content-aware audio navigation generator 68 can
be implemented in the mapping application 122.

For simplicity, FIG. 2 illustrates the server device 60 as 15
only one 1nstance of a server. However, the server device 60
according to some 1mplementations includes a group of one
or more server devices, each equipped with one or more
processors and capable of operating independently of the
other server devices. Server devices operating 1n such a 20
group can process requests from the client device 10 indi-
vidually (e.g., based on availability), in a distributed manner
where one operation associated with processing a request 1s
performed on one server device while another operation
associated with processing the same request 1s performed on 25
another server device, or according to any other suitable
technique. For the purposes of this discussion, the term
“server device” may refer to an mdividual server device or
to a group ol two or more server devices.

In operation, the mapping application 122 operating in the 30
client device 10 receives and transmits data to the server
device 60. Thus, 1n one example, the client device 10 may
transmit a communication to the content-aware audio navi-
gation generator 68 (implemented 1n the server device 60)
requesting navigation directions from a starting location to 35
a destination. Accordingly, the content-aware audio naviga-
tion generator 68 may generate a set of audio navigation
instructions. Then prior to playing an audio navigation
instruction for an upcoming maneuver, the client device 10
may transmit characteristics of media/audio content playing 40
within the vicinmity of the client device 10 to the content-
aware audio navigation generator 68 and/or an indication of
the audio navigation instruction. The content-aware audio
navigation generator 68 may determine how to adjust the
audio navigation 1nstruction based on the media/audio con- 45
tent and may transmait an adjusted audio navigation nstruc-
tion or data for adjusting the audio navigation instruction to
the client device 10. In other implementations, the client
device 10 may transmit characteristics of media/audio con-
tent playing within the vicinity of the client device 10 to the 50
content-aware audio navigation generator 68 before the
content-aware audio navigation generator 68 generate the set
of audio navigation instructions. The content-aware audio
navigation generator 68 may then generate the set of audio
navigation instructions in view of the characteristics of the 55
media/audio content.

In some embodiments, the content-aware audio naviga-
tion generator 68 generates and provides each adjusted audio
navigation istruction individually to the client device 10. In
other embodiments, the content-aware audio navigation 60
generator 68 generates and provides a set of text-based
navigation instructions to the client device 10. Then for each
text-based navigation instruction, the content-aware audio
navigation generator 68 receives characteristics ol media/
audio content playing within the vicinity of the client device 65
10 and generates and provides audio navigation instruction
parameters for the text-based navigation instruction to the
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client device 10. As a result, the client device 10 generates
and presents an audio navigation instruction according to the
audio navigation instruction parameters. The audio naviga-
tion 1nstruction parameters may include the language for the
audio navigation instruction, the rate of speech for the audio
navigation instruction, the timing for when to present the

audio navigation instruction, etc.

Also 1n some embodiments, the content-aware audio
navigation generator 68 generates and provides a set of
text-based navigation instructions including multiple ver-
s1ons of the same navigation nstruction to the client device
10 (e.g., a first version of the navigation instruction in
English, a second version of the navigation instruction 1n
Spanish, a third version of the navigation instruction telling
the user to turn left 1n 1000 meters, a fourth version of the
navigation instruction telling the user to turn left in 500
meters 1 the event that the instruction 1s delayed until the
end of a segment or sentence of the media content, etc.).
Then for each navigation instruction, the content-aware
audio navigation generator 68 generates and provides audio
navigation instruction parameters for the navigation nstruc-
tion to the client device 10. As a result, the client device 10
presents the version of the navigation instruction that cor-
responds to the audio navigation instruction parameters.

The content-aware audio navigation generator 68 may
adjust audio navigation parameters for multiple navigation
instructions based on the media content, such as adjusting
the language for each of the remaining navigation instruc-
tions based on the language of the media content. Addition-
ally, the content-aware audio navigation generator 68 may
adjust audio navigation parameters for individual navigation
instructions based on the media content, such as adjusting
the timing for an individual navigation instruction to play
the mdividual navigation instruction after a particular sen-
tence or segment in the media content.

The content-aware audio navigation generator 68 may
adjust the audio navigation parameters based on a set of
pre-stored rules. For example, the pre-stored rules may
include a first rule to adjust the language for the audio
navigation mstructions based on the language of at least one
segment of the media content, at least a threshold number of
segments of the media content, or at least a threshold amount
of time for the media content. By adjusting the language of
the audio navigation instructions to match the language of
media content, user comprehension of the audio navigation
istructions 1s improved, thereby improving user safety. The
pre-stored rules may also include a second rule to adjust the
rate ol speech of the audio navigation nstructions based on
the rate of speech of at least one segment of the media
content, at least a threshold number of segments of the
media content, or at least a threshold amount of time for the
media content. Again, by adjusting the rate of speech of the
audio navigation instructions to more closely align with the
rate of speech of media content, user comprehension and
safety 1s improved.

Furthermore, the pre-stored rules may include a third rule
to adjust the timing of an audio navigation instruction, such
that the audio navigation 1nstruction is played after the end
ol a sentence or segment of the media content. By playing
audio navigation instructions after the end of a sentence of
segment of media content, the audio navigation instructions
are more easily understood as there 1s no sudden break 1n the
flow of content. This also therefore improves user compre-
hension and safety. In some 1implementations, the pre-stored
rules may determine the complexity level of the audio
navigation instruction, the urgency level 1in which the audio
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navigation instruction must be played before reaching the
location for the maneuver, and the relevance level for the
media content.

For example, the relevance level for the media content
may be low when the media content 1s music, but may be
high when the media content 1s an audio tour of the city that
the user 1s driving in or when the media content 1s an
instructional video on how to perform a task that the user 1s
planning to perform upon arriving at the destination. The
pre-stored rules may compare the complexity level of the
audio navigation instruction, the urgency level in which the
audio navigation instruction must be played belfore reaching
the location for the maneuver, and/or the relevance level for
the media content to determine when and how to interrupt
the media content to play the audio navigation instruction.

For example, when the urgency level 1n which the audio
navigation instruction must be played 1s high, the pre-stored
rules may indicate interrupting the media content even when
the relevance level for the media content 1s high. This
ensures that urgent navigation instructions are still played if
necessary. On the other hand, when the urgency level in
which the audio navigation instruction must be played 1s
medium or low, and the relevance level for the media
content 1s high, the pre-stored rules may indicate waiting
until the end of a sentence or segment 1n the media content
to play the audio navigation instruction or may indicate
lowering the volume of the media content or increasing the
volume of the audio navigation instruction while simulta-
neously playing the audio navigation instruction with the
media content. In another example, when the complexity
level 1s high and the relevance level 1s high, the pre-stored
rules may indicate playing the audio navigation instruction
multiple times, once after the end of a first sentence or
segment and a second time after the end of a second sentence
or segment. The repeated playing of complex instructions, at
specific 1nstances to avoid interrupting media content
unnaturally, improves user safety as the user 1s provided
with the mnstructions at clear points and multiple times. In
yet another example, when the complexity level exceeds the
relevance level, the pre-stored rules may indicate playing the
audio navigation instruction immediately. On the other hand,
when the relevance level exceeds the complexity level, the
pre-stored rules may indicate not playing the audio naviga-
tion 1instruction or waiting to play the audio navigation
istruction until the end of a sentence or segment.

To play the audio navigation instruction after the end of
a sentence or segment ol the media content, the client device
10 analyzes a current audio stream of the media content
using speech property classification and/or natural language
processing models, as described 1n more detail below, to
identily specific markers 1n the media content (e.g., the end
ol a sentence, end of a segment, etc.). The client device 10
may continue to analyze the current audio stream 1n real-
time or near real-time until the end of a sentence or segment
1s 1dentified using the speech property classification and/or
natural language processing models. Then when the end of
a sentence or segment 1s 1dentified, the client device 10 may
play the audio navigation instruction.

The audio navigation instruction may also be adjusted to
account for the time delay 1n waiting until the end of the
sentence or segment to play the audio navigation instruction.
For example, mnitially the audio navigation instruction may
be, “In 100 meters, turn left.” However, after the end of the
sentence the user may be 50 meters from the location for the
maneuver, and accordingly the audio navigation instruction
may be adjusted to, “In 50 meters, turn left.” To adjust the
audio navigation instruction to account for the time delay,
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the audio navigation instruction may initially be generated
with a variable distance, such as “In X meters, turn left.” The
mapping application 122 may determine the distance at the
time the audio navigation instruction i1s presented as the
distance between the current location of the user and the
location for the maneuver and may replace “X” with the
determined distance or may round the determined distance
up or round to the nearest 50 meters, 100 meters, 500 meters,
etc. By doing this, the accuracy of the audio navigation
instructions 1sn’t compromised due to the delaying of the
output of the audio navigation instructions. As such, the
method described herein avoids unnaturally interrupting
media content with audio navigation instructions, without
compromising the accuracy of audio navigation instructions.
This improves the comprehension of the audio navigation
instructions, improving user saiety.

Additionally, the client device 10 may adjust the manner
in which the electronic media content 1s presented 1n accor-
dance with the one or more audio navigation directions.
More specifically, the client device 10 may pause the media
content or adjust the volume of the media content for
example, when the media content 1s playing from an appli-
cation executing on the client device 10 (e.g., by commu-
nicating with the application via an API). In another
example, when the media content 1s playing from another
device communicatively coupled to the client device 10
(c.g., via a short-range communication link), the client
device 10 may transmit a request to the other device to pause
the media content or adjust the volume of the media content
playing on the other device. This may cause the other device
to pause or adjust the volume of the media content. A
pausing of the media content beneficially avoids both media
content and audio navigation instructions playing simulta-
neously, thereby ensuring that the clarity of the audio
navigation mstructions is not atlected by the media content.
Similarly, reducing the volume of the media content, for
example, aids the user in hearing and understanding the
audio navigation instructions. Both of these concepts there-
fore 1improve user safety.

Still further, the pre-stored rules may include a fourth rule
to 1dentity POIs included in the media content or other
geographical topics discussed in the media content (e.g.,
ancient Rome), and determine whether the POIs are within
a threshold radius of a waypoint along the route. If a POI 1s
within a threshold radius of a waypoint along the route, the
pre-stored rules may indicate playing information about the
POI such as, “If you’re interested, on the left 1s a Roman
archaeological site.” Additionally or alternatively, the pre-
stored rules may indicate providing a suggestion to the user
to navigate to the POI such as, “Joe’s Collee 1s about a mile
down to the left. Would you like navigation directions
there?” Then 11 the user indicates they would like navigation
directions to Joe’s Coflee, the content-aware audio naviga-
tion generator 68 may generate a set of audio navigation
directions from the user’s current location to Joe’s Coflee.

Moreover, the pre-stored rules may include a fifth rule to
determine characteristics of the voice of the speaker of the
media content, for example, when the media content 1s an
audio book or podcast. Then the pre-stored rules may
identify a voice for playing the audio navigation instructions
which 1s distinguishable from the speaker of the media
content, so that the user 1s alerted when an audio navigation
istruction 1s presented. The pre-stored rules may select a
voice recording from a set of predetermined voice record-
ings by comparing characteristics of the voice of the speaker
(e.g., the pitch, tone, and/or frequency of the voice) to
characteristics of each of the voice recordings, and 1dentity
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the voice recording which 1s the least similar to the voice of
the speaker. By i1dentifying a voice for playing the audio
navigation instructions which 1s distinguishable from the
voice ol the speaker of the media content, the audio navi-
gation instructions are more easily understood by a user.

In addition or as an alternative to adjusting the audio
navigation parameters based on a set of pre-stored rules, the
content-aware audio navigation generator 68 may generate a
machine learning model for adjusting audio navigation
instructions for particular media/audio content. To generate
the machine learning model, the content-aware audio navi-
gation generator 68 obtains training data including sets of
audio navigation 1instructions previously provided to users,
characteristics of media content playing when the audio
navigation instructions were presented, indications of
adjustments made by the user to the audio navigation
mstructions, and/or seli-reported indications regarding the
users’ satisfaction with the audio navigation instructions.

For example, users who select an option to share location
data and/or other user data may transmit sets of audio
navigation instructions presented by their respective client
devices 10 along with characteristics of media content
playing when the audio navigation instructions were pre-
sented.

The characteristics of the media content may include the
language of the media content, the rate of speech of the
media content, characteristics of the voice of the speaker of
the media content, a transcript of the media content, the
length of the media content, a title of the media content, a
type ol the media content (e.g., a podcast, an audio book, a
song, ¢tc.), POIs or other geographical topics mentioned
within the media content, etc. In some implementations, the
client device 10 determines the characteristics of the media
content by communicating with the source of the media
content (e.g., via a short-range communication link or an
API). In other implementations, the client device 10 deter-
mines the characteristics of the media content by analyzing,
ambient audio fingerprints within the area.

For example, users may select an option to allow the
mapping application 122 to analyze ambient audio within
the area 11 the ambient audio 1s 1dentified as electronic media
content. The client device 10 and more specifically, the
mapping application 122 may {first identify that media con-
tent 1s playing from another source different from the
mapping application by communicating with other applica-
tions 132 executing on the client device 10 or other com-
puting devices 92 within communication range of the client
device 10. The mapping application 122 may also i1dentily
that media content 1s playing by comparing audio finger-
prints ol predetermined media/audio content to ambient
audio fingerprints 1n the surrounding area.

For example, the mapping application 122 may obtain a
library of audio fingerprints corresponding to media/audio
content from popular music, audio books, radio shows,
podcasts, etc. The mapping application 122 may extract
fingerprints from the ambient audio, 1dentify features of the
ambient audio fingerprints, and may compare features of the
ambient audio fingerprints to features of audio fingerprints
from predetermined media/audio content for example, using
machine learning techniques. The machine learning tech-
niques may include linear regression, polynomial regres-
s1on, logistic regression, random forests, boosting, nearest
neighbors, Bayesian networks, neural networks, support
vector machines, or any other suitable machine learning
technique. For example, frequencies, pitches, tones, ampli-
tudes, etc., may be stored as audio fingerprint features.
Features may be identified for an entire song, podcast, audio
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book, etc., or for individual segments of the media content
(e.g., every 8 second segment). Then each of these audio
fingerprint features for the predetermined media/audio con-
tent may be compared to the features of the ambient audio
fingerprints.

In some embodiments, the audio fingerprint features for
the predetermined media/audio content may be compared to
the features for the ambient audio fingerprints using a
nearest neighbor algorithm. The nearest neighbors algorithm
may 1dentily audio fingerprint features for predetermined
media/audio content which are the closest to the features of
the ambient audio fingerprints. The mapping application 122
may then determine that the ambient audio includes elec-
tronic media content when the ambient audio fingerprint
features match with or have more than a threshold amount
of similarity with the audio fingerprint features for one of the
songs, audio books, radio shows, podcasts, etc. i the
predetermined media/audio content. The mapping applica-
tion 122 may also determine that the ambient audio 1s the
particular song, audio book, radio show, podcast, etc. 1n the
predetermined media/audio content that matches with or has
more than a threshold amount of similarity with the ambient
audio fingerprints.

The mapping application 122 may then identify charac-
teristics of the ambient audio based on the characteristics of
the matching song, audio book, radio show, podcast, eftc.
from the predetermined media/audio content. In other imple-
mentations, such as when the mapping application 122 does
not identity a matching song, audio book, radio show,
podcast, etc. from predetermined media/audio content using
audio fingerprinting techniques, the mapping application
122 may run content analysis models including speech
recognition, speaker identification, speech property classi-
fication, and natural language processing models over the
audio stream of the media content. These models may
include neural networks or any other suitable type of
machine learning models which analyze characteristics of
the audio stream and compare the characteristics to training,
data to i1dentity the speaker, terms mentioned 1n the audio
stream such as POIs or other geographical topics, specific
markers 1n the media content (e.g., the end of a sentence, end
ol a segment, etc.), the language of the media content, the
speech rate of the media content, efc.

For example, the models may be trained using training
data including audio streams from several speakers, where
characteristics of the audio streams (e.g., the pitch, tone,
frequency, amplitude, etc.) are classified according to the
respective speakers. The mapping application 122 may
analyze the audio stream of the media content to i1dentily
characteristics of the audio stream and apply the character-
istics to the model to 1dentify a speaker from the several
speakers having similar characteristics.

In another example, the models may be trained using
training data including audio streams 1n several languages,
where characteristics of the audio streams are classified
according to the respective languages. The mapping appli-
cation 122 may analyze the audio stream of the media
content to 1dentity characteristics of the audio stream and
apply the characteristics to the model to 1dentily a language
from the several languages having similar characteristics.

In yet another example, the models may be trained using
training data including audio streams where particular terms,
phrases, sentences, etc. are spoken, and where characteris-
tics of the audio streams are classified according to the
respective terms, phrases, sentences, etc. The mapping
application 122 may analyze the audio stream of the media
content to identify characteristics of the audio stream and
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apply the characteristics to the model to i1dentily a term,
phrase, sentence, etc. from the several terms, phrases, sen-
tences, etc. having similar characteristics.

In any event, for each audio navigation instruction or set
of audio navigation instructions presented, the content-
aware audio navigation generator 68 may obtain the char-
acteristics of the media content playing at the time in which
the audio navigation instruction(s) was/were presented.
Additionally, the content-aware audio navigation generator
68 may obtain indications of adjustments made by the user
to the audio navigation instructions, such as changing the
language, changing the rate of speech, changing the volume,
muting the audio navigation instructions, requesting an
audio navigation instruction be repeated, etc. Also in some
embodiments, the content-aware audio navigation generator
68 may obtain a self-reported indication regarding the user’s
satisfaction with the audio navigation instruction as addi-
tional training data. For example, the mapping application
122 may include a user control to indicate dissatisfaction
with an audio navigation instruction and/or a text field for
the user to explain her dissatisfaction. In this manner, the
machine learning model can generate audio navigation
instructions that are more likely to be followed and less
likely to annoy or disturb the user.

The sets of audio navigation istructions, audio naviga-
tion 1instruction parameters, media content characteristics,
user adjustments to the audio navigation instruction param-
eters, and/or indications of whether a user was satisfied with
an audio navigation instruction may be provided as training
data for generating the machine learning model using
machine learning techniques. In some embodiments, sepa-
rate machine learning models may be generated for each
audio navigation instruction parameter. For example, one
machine learning model may be generated for determining,
the language for an audio navigation instruction. Another
machine learning model may be generated for determining,
the timing of providing the audio navigation instruction. Yet
another machine learning model may be generated for
determining the rate of speech for the audio navigation
istruction.

FIG. 3 illustrates example data 300 that may be used for
adjusting audio navigation instructions for particular media/
audio content. In some embodiments, the content-aware
audio navigation generator 68 may apply the data 300 to the
set of pre-stored rules to adjust the audio navigation instruc-
tion. The data 300 may include media/audio content char-
acteristics 310 and audio navigation instruction parameters
320. The media/audio content characteristics 310 may
include a transcript of the media content, the rate of speech
of the media content, the language of the media content,
POIs included 1n the media content, the length of the media
content, a relevance level for the media content, the title of
the media content, the type of the media content, character-
istics of the voice of the speaker of the media content, etc.

The transcript of the media content may include the text
of the media content as well as indications of points in time
where there 1s a pause 1n the media content, such as the end
ol a sentence, end of a segment, the beginning of the next
sentence, the beginning of the next segment, etc.

The relevance level of the media content may be a
relevance score such as from 1 to 100, may be a category
such as “Very Low,” “I

Low,” “Medium,” “High,” “Very
High,” etc., or may be indicated in any other suitable
manner. The relevance level for the media content may be
determined based on the subject matter of the media content,
the current location of the user, and/or the destination
location for the audio navigation directions. For example,
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the relevance level may be high when the media content 1s
an audio tour of the city that the user 1s driving 1n or when
the media content 1s an instructional video on how to
perform a task that the user may perform at the destination.

The type of the media content may include a radio show,
podcast, audio book, music, advertisement, television pro-
gram, movie, video, etc. The characteristics of the voice of
the speaker may include the pitch, tone, frequency, or any
other suitable characteristics of the speaker’s voice.

While the example media/audio content characteristics
310 may include a transcript of the media content, the rate
of speech of the media content, the language of the media
content, POIs included 1n the media content, the length of
the media content, a relevance level for the media content,
the title of the media content, the type of the media content,
characteristics of the voice of the speaker of the media
content, etc., these are merely a few examples of media/
audio content characteristics 310 for ease of illustration only.
Any suitable media/audio content characteristics 310 may be
used, and a subset of the described characteristics 310 may
be used.

The audio navigation instruction parameters 320 may
include the maneuver type, the location of the maneuver, the
complexity level of the maneuver, the urgency level for
playing the audio navigation instruction, the language for
the audio navigation instruction, the rate of speech of the
audio navigation instruction, the voice for the audio navi-
gation 1nstruction, the timing of audio navigation instruc-
tion, and/or the volume of the audio navigation instruction.

The complexity level of the maneuver may be a com-
plexity score such as from 1 to 100, may be a category such
as “Very Low,” “Low,” “Medium,” “High,” “Very High,”
etc., or may be indicated 1n any other suitable manner. The
complexity level for a maneuver may be determined based
on the maneuver type, such as a turn 1 a four-way 1inter-
section, a turn 1 a six-way intersection, a roundabout, a
U-turn, a highway merge, a highway exit, etc. The com-
plexity level may also be determined based on the amount of
time or distance between the upcoming maneuver and the
previous maneuver. Maneuvers which occur shortly after
previous maneuvers may have higher complexity levels.
Furthermore, the complexity level may be determined based
on the number of lanes that the user needs to change to
perform the maneuver. For example, the mapping applica-
tion 122 may compare an initial lane for the user after
performing the previous maneuver to a final lane for the user
to perform the upcoming maneuver. The complexity level
may increase as the number of lane changes increases for
performing the maneuver.

The urgency level for playing the audio navigation
instruction may be an urgency score such as from 1 to 100,
may be a category such as “Very Low,” “Low,” “Medium,”
“High,” “Very High,” etc., or may be indicated in any other
suitable manner. The urgency level for a maneuver may be
determined based on the amount of distance and/or time
until the user has to perform the maneuver. For example, the
urgency score may be mversely related to the amount of time
and/or distance until the user has to perform the user. The
urgency level may be higher when the maneuver 1s 200
meters away from the user’s current location than when the
maneuver 1s 1 mile away from the user’s current location.

The timing of the audio navigation instruction may
include when to present the audio navigation instruction,
such as when the user 1s haltway between the location of the
previous maneuver and the location of the subsequent
maneuver. The volume may be indicated 1n decibels (dB) or
categorized as low volume (e.g., below a first threshold
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decibel amount), medium volume (e.g., between the first
threshold decibel amount and a second threshold decibel
amount that 1s higher than the first threshold decibel
amount), high volume (e.g., above the second threshold
decibel amount), etc.

While the example audio navigation instruction param-
cters 320 may include the maneuver type, the location of the
maneuver, the complexity level of the maneuver, the
urgency level for playing the audio navigation instruction,
the language for the audio navigation instruction, the rate of
speech of the audio navigation 1nstruction, the voice for the
audio navigation instruction, the timing of audio navigation
instruction, the volume of the audio navigation instruction,
etc., these are merely a few examples of audio navigation
instruction parameters 320 for ease of 1llustration only. Any
suitable audio navigation instruction parameters 320 may be
used, and a subset of the described parameters 320 may be
used.

The data 300 also includes indications of adjustments to
the audio navigation instructions based on the media content
characteristics and/or the audio navigation instruction
parameters. The content-aware audio navigation generator
68 may determine the adjustments to the audio navigation
istructions by applying the pre-stored rules to the media
content characteristics and/or the audio navigation instruc-
tion parameters. In other scenarios, the adjustments may be
manual adjustments from the user selecting user controls.

For example, 1n response to Joe’s Collee being included
in an advertisement, the content-aware audio navigation
generator 68 may communicate with the map data server 50
to determine the locations of Joe’s Collee establishments
and compare the locations to waypoints along the route of
the navigation directions. If there 1s a Joe’s Collee within a
threshold radius of one of the waypoints along the route, the
content-aware audio navigation generator 68 may add a
recommendation to the user to take a detour to Joe’s Collee
to the set of audio navigation directions. In another example,
in response to the rate of speech of a podcast being at 1.5x,
the content-aware audio navigation generator 68 may
increase the rate of speech of the audio navigation instruc-
tions to 1.5x, and may adjust the timing of an upcoming
audio navigation instruction to play aiter the end of a
sentence 1n the podcast. In yet another example, 1n response
to the media content including music 1n Spanish, the con-
tent-aware audio navigation generator 68 may change the
language of the audio navigation instructions to Spanish. In
another example, 1n response to the rate of speech of a
podcast being at 2x in Hebrew, the content-aware audio
navigation generator 68 may increase the rate of speech of
the audio navigation instructions to 2x and may change the
language of the audio navigation instructions to Hebrew.

In other embodiments, the data 300 may be training data
used to generate the machine learning model. In some
embodiments, the training data 300 may be stored in the
database 80. In addition to media/audio content character-
istics 310 and audio navigation instruction parameters 320,
the training data 300 may include data indicative of the
driver’s response to the audio navigation instruction. The
data indicative of the driver’s response to the audio navi-
gation mstruction may include adjustments made by the user
to the audio navigation instructions, such as changing the
language, changing the rate of speech, changing the volume,
muting the audio navigation instructions, requesting an
audio navigation instruction be repeated, etc. The data
indicative of the driver’s response to the audio navigation
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instruction may include a seli-reported indication regarding
the user’s satisfaction with the audio navigation instruction
as additional training data.

To generate the machine learning model, the content-
aware audio navigation generator 68 may classily subsets of
the tramning data 300 as corresponding to various adjust-
ments to the audio navigation instructions. Some subsets
may be classified in multiple adjustment categories, such as
the last entry of the training data set 300 which includes
adjustments to the rate of speech and language of the audio
navigation instructions.

Then the content-aware audio navigation generator 68
may analyze the subsets to generate the machine learning
model. The machine learning model may be generated using
vartous machine learning techniques such as a regression
analysis (e.g., a logistic regression, linear regression, or
polynomial regression), k-nearest neighbors, decisions trees,
random forests, boosting, neural networks, support vector
machines, deep learming, reinforcement learning, Bayesian
networks, etc. In some embodiments, the content-aware
audio navigation generator 68 may generate a first machine
learning model for determining the language for the audio
navigation instructions. The content-aware audio navigation
generator 68 may generate a second machine learning model
for determining the rate of speech for the audio navigation
instructions. The content-aware audio navigation generator
68 may generate a third machine learming model for deter-
mining the timing of providing an audio navigation instruc-
tion, a fourth machine learning model for identifying a voice
recording for the audio navigation mnstructions, and a fifth
machine learning model for determining POlIs to reference
in the audio navigation instructions.

For example, a machine learning model for determining
the timing of providing an audio navigation instruction may
be a decision tree having several nodes connected by
branches where each node represents a test on the media/
audio content characteristics and/or audio navigation
istruction parameters (e.g., 1s the relevance level of the
media content high?), each branch represents the outcome of
the test (e.g., Yes), and each leaf represents the adjustments
to the timing of the audio navigation instructions (e.g., play
immediately, play after the end of a sentence in the media
content, play after the end of a segment of the media content,
etc.).

More specifically, the content-aware audio navigation
generator 68 may generate a decision tree where a first node
corresponds to whether the urgency level of the audio
istruction 1s high. If the urgency level 1s not high, a first
branch may connect to a second node which corresponds to
whether the media content has more than 10 seconds
remaining. If the media content has more than 10 seconds
remaining, a second branch may connect to a third node
which corresponds to whether the relevance level 1s high. IT
the relevance level 1s high, a third branch may connect to a
leal node which may indicate that the audio navigation
instruction should be presented after the end of a sentence 1n
the media content. While the decision tree includes one leat
node and three branches, this 1s merely an example for ease
of 1illustration only. Each decision tree may include any
number of nodes, branches, and leaves, having any suitable
number and/or types of tests on the media/audio content
characteristics and/or audio navigation instruction param-
eters.

In any event, the content-aware audio navigation genera-
tor 68 may i1dentiy adjustments to the audio navigation
instructions for particular media/audio content using pre-
stored rules or machine learming techniques, as described
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above. In some 1nstances, the content-aware audio naviga-
tion generator 68 may then generate adjusted audio naviga-
tion 1instructions. As has been described, such changes
improve the clarity of the audio navigation istructions by
avoiding conflict or otherwise distinguishing over other
media content. For example, when the content-aware audio
navigation generator 68 determines to change the language
from English to Spanish, the content-aware audio navigation
generator 68 may obtain a set of Spanish audio navigation
directions from the starting location to the destination loca-
tion, and provide the Spanish audio navigation directions to
the client device 10. In another example, when the content-
aware audio navigation generator 68 adds an additional
recommendation to look to the right to view a particular
monument mentioned in the media content, the content-
aware audio navigation generator 68 may provide the addi-
tional recommendation to the chient device 10.

In other instances, the content-aware audio navigation
generator 68 may provide instructions to the client device 10
to adjust parameters for the audio navigation instructions.
For example, when the content-aware audio navigation
generator 68 determines to change the rate of speech to 1.5x,
the content-aware audio navigation generator 68 may send
an instruction to the client device 10 to change the rate of
speech to 1.5x, and the client device 10 may play the audio
navigation instructions at 1.5x. In another example, when
the content-aware audio navigation generator 68 determines
to play the audio navigation instruction at a particular point
in time such as at the end of a sentence or segment in the
media content, the content-aware audio navigation generator
68 may send an instruction to the client device 10 to watit to
play the audio navigation instruction until the end of the
sentence or segment 1n the media content. Then the client
device 10 may analyze the audio stream of the media content
to determine when a sentence or segment has ended and then
play the audio navigation instruction. As mentioned above,
the content-aware audio navigation generator 68 can be
implemented 1n the server device 60 or the client device 10.
In scenarios where the content-aware audio navigation gen-
crator 68 1s implemented on the client device 10, the
content-aware audio navigation generator 68 may provide
instructions to a text-to-speech (TTS) engine executing on
the client device 10 to adjust parameters for the audio
navigation instructions.

Example Methods for Presenting Content-Aware Audio
Navigation Instructions

FIG. 4 illustrates a tlow diagram of an example method
400 for generating content-aware audio navigation instruc-
tions. The method can be implemented 1n a set of struc-
tions stored on a computer-readable memory and executable
at one or more processors of the client device 10. For
example, at least some of the steps of the method can be
implemented by the mapping application 122.

At block 402, a set of audio navigation directions are
obtained via a mapping application 122 for navigating a user
from a starting location to a destination location along a
route. For example, a user may request navigation directions
from the user’s current location to a destination location via
the mapping application 122, and the client device 10 may
torward the request to a navigation server 34. The navigation
server 34 may then generate a set of audio navigation
instructions and transmit the set of audio navigation struc-
tions to the client device 10 for playback to the user.

Then at block 404, electronic media content 1s identified
which 1s playing from a source diflerent from the mapping
application. The source may be another application 132
executing on the client device 10 or may be another com-
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puting device 92 within the vicinity of the client device 10.
To 1dentily the electronic media content, the mapping appli-
cation 122 may communicate with other applications 132
executing on the client device (e.g., via an API), or other
computing devices 92 within the vicinity of the client device
10 (e.g., via a short-range communication link), such as the
vehicle head umt 14 or other client devices. The communi-
cations may include indications of the electronic media
content playing by the other applications/devices 92, 132
and may 1include characteristics of the electronic media
content, such as the language of the electronic media con-
tent, the rate of speech of the electronic media content, a
transcript of the electronic media content, characteristics of
the voice of the speaker of the electronic media content, etc.
(block 406).

In addition to communicating with other applications/
devices to 1dentily media content, the mapping application
122 may compare ambient audio playing within the area,
which may have been captured by a microphone of the client
device 10, to a set of audio fingerprints for popular media
content, such as popular songs, radio programs, podcasts,
ctc. to 1dentity the electronic media content. Once the
clectronic media content 1s 1dentified, the mapping applica-
tion 122 may identify characteristics of the electronic media
content by running content analysis models including speech
recognition, speaker i1dentification, speech property classi-
fication, and natural language processing models over the
audio stream of the electronic media content (block 406).
These models may include neural networks or any other
suitable type of machine learning models which analyze
characteristics of the audio stream and compare the charac-
teristics to tramning data to identify the speaker, terms
mentioned 1n the audio stream such as POlIs, specific mark-
ers 1n the media content (e.g., the end of a sentence, end of
a segment, etc.), the language of the media content, the
speech rate of the media content, etc.

In any event, the set of audio navigation directions may
then be adjusted 1n accordance with the characteristics of the
clectronic media content (block 408). More specifically, 1n
some 1mplementations the set of audio navigation directions
may be adjusted using a set of pre-stored rules. For example,
the pre-stored rules may include a first rule to adjust the
language for the audio navigation mstructions based on the
language of at least one segment of the media content, at
least a threshold number of segments of the media content,
or at least a threshold amount of time for the media content.
The pre-stored rules may also include a second rule to adjust
the rate of speech of the audio navigation istructions based
on the rate of speech of at least one segment of the media
content, at least a threshold number of segments of the
media content, or at least a threshold amount of time for the
media content.

Furthermore, the pre-stored rules may include a third rule
to adjust the timing of an audio navigation instruction, such
that the audio navigation instruction 1s played after the end
ol a sentence or segment of the media content. Still further,
the pre-stored rules may include a fourth rule to i1dentify
POIs included 1n the media content, and determine whether
the POIs are withuin a threshold radius of a waypoint along
the route. IT a POI 1s within a threshold radius of a waypoint
along the route, the pre-stored rules may indicate playing
information about the POI such as, “If you’re interested, on
the left 1s a Roman archaeological site.” Additionally or
alternatively, the pre-stored rules may indicate providing a
suggestion to the user to navigate to the POI such as, “Joe’s
Coflee 1s about a mile down to the left. Would you like
navigation directions there?”
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Moreover, the pre-stored rules may include a fifth rule to
determine characteristics of the voice of the speaker of the
media content, for example, when the media content 1s an
audio book or podcast. Then the pre-stored rules may
identify a voice for playing the audio navigation instructions
which 1s distinguishable from the speaker of the media
content, so that the user 1s alerted when an audio navigation
instruction 1s presented.

In addition to or as an alternative to adjusting the audio
navigation parameters based on a set of pre-stored rules, the
mapping application 122 may generate a machine learning,
model for adjusting audio navigation instructions for par-
ticular media/audio content. The mapping application 122
may then apply the characteristics of the electronic media
content and/or parameters for an audio navigation instruc-
tion to the machine learning model to 1dentify adjustments
to the audio navigation struction.

The mapping application 122 may then generate adjusted
audio navigation instructions. For example, when the map-
ping application 122 determines to change the language
from English to Spanish, the mapping application 122 may
obtain a set of Spanish audio navigation directions from the
starting location to the destination location. In other
instances, the mapping application 122 may provide struc-
tions to the TTS engine to adjust parameters for the audio
navigation instructions.

In other implementations, to adjust the set of audio
navigation directions 1n accordance with the characteristics
of the electronic media content, the client device 10 may
transmit the set of audio navigation directions, characteris-
tics of the electronic media content, and/or audio navigation
instruction parameters to the server device 60. The server
device 60, and more specifically, the content-aware audio
navigation generator 68 may obtain a set of pre-stored rules
for adjusting the set of audio navigation direction or may
generate a machine learning model for adjusting audio
navigation instructions for particular media/audio content.
The content-aware audio navigation generator 68 may apply
the characteristics of the electronic media content and/or
audio navigation instruction parameters to the set of pre-
stored rules or the machine learning model to identily
adjustments to the audio navigation instructions. The server
device 60 may then transmit the adjusted audio navigation
directions or indications of how to adjust the playback of the
audio navigation directions to the client device 10. Benefi-
cially, by using the server device 60 to identily the adjust-
ments to the audio navigation instructions, mstead of the
client device 10, resources of the client device 10 are saved
since the processing, time and power consumption for
performing this task are those of the server device 60.
Additionally, moving this step to the server device 60 allows
the process to be performed more ethiciently, particularly in
real-time scenarios, as the processing power of the server
device 60 may exceed that of the client device 60, thereby
allowing the adjustments to be 1dentified more quickly.

Then at block 410, the adjusted audio navigation direc-
tions are presented to the user, for example via a speaker.
Additional Considerations

The following additional considerations apply to the
foregoing discussion. Throughout this specification, plural
instances may implement components, operations, or struc-
tures described as a single instance. Although individual
operations of one or more methods are illustrated and
described as separate operations, one or more of the indi-
vidual operations may be performed concurrently, and noth-
ing requires that the operations be performed 1n the order
illustrated. Structures and functionality presented as separate
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components 1n example configurations may be implemented
as a combined structure or component. Similarly, structures
and functionality presented as a single component may be
implemented as separate components. These and other
variations, modifications, additions, and improvements fall
within the scope of the subject matter of the present disclo-
sure.

Additionally, certain embodiments are described herein as
including logic or a number of components, modules, or
mechanisms. Modules may constitute either software mod-
ules (e.g., code stored on a machine-readable medium) or
hardware modules. A hardware module 1s tangible umit
capable of performing certain operations and may be con-
figured or arranged 1n a certain manner. In example embodi-
ments, one or more computer systems (e.g., a standalone,
client or server computer system) or one or more hardware
modules of a computer system (e.g., a processor or a group
of processors) may be configured by software (e.g., an
application or application portion) as a hardware module
that operates to perform certain operations as described
herein.

In various embodiments, a hardware module may be
implemented mechanically or electronically. For example, a
hardware module may comprise dedicated circuitry or logic
that 1s permanently configured (e.g., as a special-purpose
processor, such as a field programmable gate array (FPGA)
or an application-specific integrated circuit (ASIC)) to per-
form certain operations. A hardware module may also com-
prise programmable logic or circuitry (e.g., as encompassed
within a general-purpose processor or other programmable
processor) that 1s temporarily configured by software to
perform certain operations. It will be appreciated that the
decision to implement a hardware module mechamically, 1n
dedicated and permanently configured circuitry, or 1n tem-
porarily configured circuitry (e.g., configured by solftware)
may be driven by cost and time considerations.

Accordingly, the term hardware should be understood to
encompass a tangible entity, be that an entity that 1s physi-
cally constructed, permanently configured (e.g., hardwired),
or temporarily configured (e.g., programmed) to operate 1n
a certain manner or to perform certain operations described
herein. As used herein “hardware-implemented module”™
refers to a hardware module. Considering embodiments in
which hardware modules are temporarily configured (e.g.,
programmed), each of the hardware modules need not be
configured or instantiated at any one instance in time. For
example, where the hardware modules comprise a general-
purpose processor configured using solftware, the general-
purpose processor may be configured as respective diflerent
hardware modules at different times. Soiftware may accord-
ingly configure a processor, for example, to constitute a
particular hardware module at one instance of time and to
constitute a different hardware module at a different instance
of time.

Hardware modules can provide information to, and
receive information from, other hardware. Accordingly, the
described hardware modules may be regarded as being
communicatively coupled. Where multiple of such hardware
modules exist contemporaneously, communications may be
achieved through signal transmission (e.g., over appropriate
circuits and buses) that connect the hardware modules. In
embodiments 1n which multiple hardware modules are con-
figured or instantiated at different times, communications
between such hardware modules may be achieved, for
example, through the storage and retrieval of information 1n
memory structures to which the multiple hardware modules
have access. For example, one hardware module may per-
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form an operation and store the output of that operation 1n
a memory device to which 1t 1s communicatively coupled. A
turther hardware module may then, at a later time, access the
memory device to retrieve and process the stored output.
Hardware modules may also imitiate communications with
input or output devices, and can operate on a resource (e.g.,
a collection of information).

The method 400 may include one or more function
blocks, modules, individual functions or routines in the form
of tangible computer-executable instructions that are stored
in a non-transitory computer-readable storage medium and
executed using a processor ol a computing device (e.g., a
server device, a personal computer, a smart phone, a tablet
computer, a smart watch, a mobile computing device, or
other client computing device, as described herein). The
method 400 may be included as part of any backend server
(c.g., a map data server, a navigation server, or any other
type of server computing device, as described herein), client
computing device modules of the example environment, for
example, or as part of a module that 1s external to such an
environment. Though the figures may be described with
reference to the other figures for ease of explanation, the
method 400 can be utilized with other objects and user
interfaces. Furthermore, although the explanation above
describes steps of the method 400 being performed by
specific devices (such as a server device 60 or client device
10), this 1s done for i1llustration purposes only. The blocks of
the method 400 may be performed by one or more devices
or other parts of the environment.

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by soft-
ware) or permanently configured to perform the relevant
operations. Whether temporarily or permanently configured,
such processors may constitute processor-implemented
modules that operate to perform one or more operations or
functions. The modules referred to herein may, 1 some
example embodiments, comprise processor-implemented
modules.

Similarly, the methods or routines described herein may
be at least partially processor-implemented. For example, at
least some of the operations of a method may be performed
by one or more processors or processor-implemented hard-
ware modules. The performance of certain of the operations
may be distributed among the one or more processors, not
only residing within a single machine, but deployed across
a number ol machines. In some example embodiments, the
processor or processors may be located 1n a single location
(e.g., within a home environment, an oflice environment or
as a server farm), while 1 other embodiments the processors
may be distributed across a number of locations.

The one or more processors may also operate to support
performance of the relevant operations in a “cloud comput-
ing” environment or as an SaaS. For example, as indicated
above, at least some of the operations may be performed by
a group of computers (as examples of machines including
processors), these operations being accessible via a network
(¢.g., the Internet) and via one or more appropriate interfaces
(c.g., APIs).

Still turther, the figures depict some embodiments of the
example environment for purposes of illustration only. One
skilled 1n the art will readily recognize from the following
discussion that alternative embodiments of the structures
and methods illustrated herein may be employed without
departing from the principles described herein.

Upon reading this disclosure, those of skill in the art will
appreciate still additional alternative structural and func-
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tional designs for providing content-aware audio navigation
instructions through the disclosed principles herein. Thus,
while particular embodiments and applications have been
illustrated and described, 1t 1s to be understood that the
disclosed embodiments are not limited to the precise con-
struction and components disclosed herein. Various modifi-
cations, changes and variations, which will be apparent to
those skilled 1n the art, may be made in the arrangement,
operation and details of the method and apparatus disclosed
herein without departing from the spirit and scope defined in
the appended claims.

What 1s claimed 1s:

1. A method for generating content-aware navigation
instructions, the method comprising:

obtaining, by one or more processors in a client device via

a mapping application, one or more audio navigation
directions for traversing from a starting location to a
destination location along a route;
identitying, by the one or more processors, electronic
media content playing from a source diflerent from the
mapping application, the source executing at the client
device or 1 proximity with the client device;

determining, by the one or more processors, characteris-
tics of the electronic media content including at least
one of: a rate of speech of the electronic media content,
a transcript of the electronic media content, a length of
the electronic media content, or a point of interest (POI)
or geographical topic which 1s icluded in the elec-
tronic media content;

adjusting, by the one or more processors, at least one of

the one or more audio navigation directions 1 accor-
dance with the characteristics of the electronic media
content; and

presenting, by the one or more processors, the at least one

adjusted audio navigation direction to the user.

2. The method of claim 1, wherein adjusting at least one
of the one or more audio navigation directions includes at
least one of:

adjusting a timing in which the at least one audio navi-

gation direction 1s presented,

adjusting a language in which the at least one audio

navigation direction 1s presented,

adjusting a speed at which the at least one audio naviga-

tion direction 1s presented, or

providing a recommendation for a point of 1nterest (POI)

along the route.

3. The method of claim 1, wherein adjusting at least one
of the one or more audio navigation directions in accordance
with the characteristics of the electronic media content
includes:

determining, by the one or more processors, a complexity

level the at least one audio navigation direction;
determiming, by the one or more processors, a relevance
level for the electronic media content;
comparing, by the one or more processors, the complexity
level of at least one audio navigation direction to the
relevance level for the electronic media content; and

determining, by the one or more processors, whether to
present the at least one audio navigation direction based
on the comparison.

4. The method of claim 3, wherein determiming whether
to present the at least one audio navigation direction based
on the comparison includes:

in response to determining that the complexity level of the

at least one audio navigation direction exceeds the
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relevance level for the electronic media content, pre-
senting, by the one or more processors, the at least one
audio navigation direction.
5. The method of claim 3, wherein determining whether
to present the at least one audio navigation direction based
on the comparison includes:
in response to determining that the relevance level for the
clectronic media content exceeds the complexity level
of the navigation instruction, not presenting, by the one
or more processors, the at least one audio navigation
direction.
6. The method of claim 1, wherein 1identifying electronic
media content playing from a source different from the
mapping application includes at least one of:
obtaining, by the one or more processors, audio playback
data from an audio application executing on the client
device which 1s different from the mapping application;

obtaining, by the one or more processors, audio playback
data from a device commumicatively coupled to the
client device; or

comparing, by the one or more processors, ambient audio

fingerprints to one or more audio fingerprints ol pre-
determined media content.

7. The method of claim 1, wherein adjusting the at least
one audio navigation direction includes:

identifying, by the one or more processors, an end of a

sentence 1n the electronic media content; and
presenting, by the one or more processors, the at least one
audio navigation direction after the end of the sentence.

8. The method of claim 1, further comprising;:

adjusting, by the one or more processors, a manner in

which the electronic media content 1s presented in
accordance with the one or more audio navigation
directions.

9. The method of claim 1, wherein adjusting the at least
one audio navigation direction 1n accordance with the char-
acteristics of the electronic media content includes at least
one of:

adjusting the at least one audio navigation direction by

applying the characteristics of the electronic media
content to a set of pre-stored rules; or

generating a machine learning model for adjusting audio

navigation instructions for particular electronic media
content, and adjusting the at least one audio navigation
direction by applying the characteristics of the elec-
tronic media content to the machine learning model.

10. A client device for generating content-aware naviga-
tion instructions, the client device comprising:

a speaker;

one or more processors; and

a non-transitory computer-readable memory coupled to

the one or more processors and the speaker and storing
instructions thereon that, when executed by the one or
more processors, cause the client device to:
obtain, via a mapping application, one or more audio
navigation directions for traversing from a starting
location to a destination location along a route;

identify electronic media content playing from a source
different from the mapping application, the source
executing at the client device or 1n proximity with the
client device;

determine characteristics of the electronic media content

including at least one of: a rate of speech of the
clectronic media content, a transcript of the electronic
media content, a length of the electronic media content,
or a point of interest (POI) or geographical topic which
1s 1included 1n the electronic media content;

10

15

20

25

30

35

40

45

50

55

60

65

24

adjust at least one of the one or more audio navigation
directions 1n accordance with the characteristics of the
electronic media content; and

present, via the speaker, the at least one adjusted audio
navigation direction to a user.

11. The client device of claim 10, wherein to adjust the at

least one audio navigation direction, the mstructions cause
the client device to at least one of:

adjust a timing in which the at least one audio navigation

direction 1s presented,

adjust a language 1n which the at least one audio naviga-

tion direction 1s presented,

adjust a speed at which the at least one audio navigation

direction 1s presented, or

provide a recommendation for a point of interest (POI)

along the route.

12. The client device of claim 10, wherein to adjust the at
least one audio navigation direction 1n accordance with the
characteristics of the electronic media content, the instruc-
tions cause the client device to:

determine a complexity level of the at least one audio

navigation direction;

determine a relevance level for the electronic media

content,

compare the complexity level of the at least one audio

navigation direction to the relevance level for the
electronic media content; and

determine whether to present the at least one audio

navigation direction based on the comparison.

13. The client device of claim 12, wherein to determine
whether to present the at least one audio navigation direction
based on the comparison, the mstructions cause the client
device to:

in response to determining that the complexity level of the

at least one audio navigation direction exceeds the
relevance level for the electronic media content, pres-
ent the at least one audio navigation direction.

14. The client device of claim 10, wherein to identify
clectronic media content playing from a source di
from the mapping application, the instructions cause the
client device to at least one of:

obtain audio playback data from an audio application

executing on the client device which 1s different from
the mapping application;

obtain audio playback data from a device communica-

tively coupled to the client device; or

compare ambient audio fingerprints to one or more audio

fingerprints of predetermined media content.

15. The client device of claim 10, wherein to adjust the at
least one audio navigation direction the instructions cause
the client device to:

identily an end of a sentence in the electronic media

content; and

present the at least one audio navigation direction after the

end of the sentence.

16. The client device of claim 10, wherein the instructions
further cause the client device to:

adjust a manner 1n which the electronic media content 1s

presented 1n accordance with the one or more audio
navigation directions.

17. A non-transitory computer-readable memory storing
instructions thereon that, when executed by one or more
processors, cause the one or more processors to:

obtain, via a mapping application, one or more audio

navigation directions for traversing from a starting
location to a destination location along a route;
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identify electronic media content playing from a source
different from the mapping application, the source
executing at the client device or 1n proximity with the
client device;

determine characteristics of the electronic media content

including at least one of: a rate of speech of the
clectronic media content, a transcript of the electronic
media content, a length of the electronic media content,
or a point of interest (POI) or geographical topic which
1s 1included 1n the electronic media content;

present, via a speaker, the at least one adjusted audio

navigation directions to a user.

18. The non-transitory computer-readable memory of
claim 17, wherein to adjust the at least one audio navigation
direction, the mstructions cause the one or processors to at
least one of:

adjust a ttiming 1n which the at least one audio navigation

direction 1s presented,

adjust a language 1n which the at least one audio naviga-

tion direction 1s presented,

adjust a speed at which the at least one audio navigation

direction 1s presented, or

provide a recommendation for a point of interest (POI)

along the route.
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